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The present study investigated the influence of acoustical characteristics on the implicit learning of
statistical regularities (transition probabilities) in sequences of musical timbres. The sequences were
constructed in such a way that the acoustical dissimilarities between timbres potentially created seg-
mentations that either supported (S1) or contradicted (S2) the statistical regularities or were neutral (S3).
In the learning group, participants first listened to the continuous timbre sequence and then had to
distinguish statistical units from new units. In comparison to a control group without the exposition
phase, no interaction between sequence type and amount of learning was observed: Performance
increased by the same amount for the three sequences. In addition, performance reflected an overall
preference for acoustically similar timbre units. The present outcome extends previous data from the
domain of implicit learning to complex nonverbal auditory material. It further suggests that listeners
become

One fundamental characteristic of the cognitive system is to
become sensitive to regularities in the environment via mere
exposure to its structure. These implicit learning processes enable
the acquisition of highly complex information in an incidental
manner and without complete verbalizable knowledge of what has
been learned (Reber, 1989; Seger, 1994). Language and music
provide two examples of highly structured systems that may be
learned in an incidental manner: Native speakers and nonmusician
listeners internalize the regularities underlying linguistic and mu-
sical structures with apparent ease by mere exposure in everyday
life.

Implicit learning processes have been studied in the laboratory
with artificial material based on statistical regularities. The mate-
rial is either created by artificial grammars or based on artificial,
simplified language systems. In the seminal studies by Reber
(1967), a finite-state grammar was used to generate letter strings
with a restricted set of letters. During the first phase of the
experiment, participants were asked to memorize the grammatical
letter strings but were unaware that any rules existed. During the

second phase of the experiment, they were informed that the
previously seen sequences were produced by a rule system (which
was not described) and were asked to judge the grammaticality of
new letter strings. Participants differentiated grammatical letter
strings from new ungrammatical ones at better than chance level.
Most of them were unable to explain the rules underlying the
grammar in free verbal reports (e.g., Altmann, Dienes, & Goode,
1995; Dienes, Broadbent, & Berry, 1991; Reber, 1967, 1989).

In the domain of implicit learning, most research has instanti-
ated the grammars on the basis of visual events (e.g., letters, lights,
shapes), and auditory stimuli have rarely been used. Some studies
have adapted Reber’s artificial grammar design to the auditory
domain. The letters of the artificial grammars were replaced by
auditory events: sine waves (Altmann et al., 1995), musical tim-
bres (e.g., gong, trumpet, piano, violin, voice in Bigand, Perruchet,
& Boyer, 1998), or environmental sounds (e.g., drill, clap, steam in
Howard & Ballas, 1980, 1982). In Altmann et al. (1995), for
example, letters were translated into tones (i.e., generated with sine
waves) by using a random mapping of tone frequencies to letters
(e.g., the letter M became the musical note C with a 256 Hz
fundamental frequency), and participants’ performance was as
high when trained and tested with letter strings as with tone
sequences. These studies provided evidence that implicit learning
processes also operate on auditory sequences and that the simple
exposure to sequences generated by a statistical system allows
participants to distinguish sequences that break the rules.

A second set of studies using auditory material used artificial
language-like material (Saffran, Aslin, & Newport, 1996; Saffran,
Johnson, Aslin, & Newport, 1999; Saffran, Newport, & Aslin,
1996; Saffran, Newport, Aslin, Tunick, & Barrueco, 1997). Saff-
ran and collaborators provided evidence for the role of statistical
patterns in language acquisition, notably how children learn to
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segment the speech flow and to determine beginnings and endings
of words. In addition to rhythmic and prosodic cues and to pauses
at the end of utterances (Brent & Cartwright, 1996; Jusczyk,
Houston, & Newsome, 1999), infants use statistical regularities to
discover word boundaries. Saffran et al. (Saffran, Aslin, et al.,
1996; Saffran et al., 1999; Saffran, Newport, et al., 1996; Saffran
et al., 1997) focused on transition probabilities between syllables
that differ inside words and across word boundaries. Transition
probabilities take into consideration the co-occurrence between
syllables and the absolute frequencies of the syllables. The co-
occurrence between syllables leads to greater predictability of
word-internal syllable pairs than of syllable pairs spanning word
boundaries. In the example pretty flower, the syllable pre is fol-
lowed more frequently by ty than the syllable ty is followed by
flow because many syllables can follow the word pretty but only a
few syllables can follow pre. In addition, to segment words fre-
quently associated with one another, it is necessary to consider the
baseline frequency of syllables in the first position of a pair. For
example, when considering that the occurs often and is followed
by different words, the sun is not processed as a unit but segmented
into two words. Both types of information thus lead to the statis-
tical cue of transition probabilities,1 which might be helpful in
discovering word boundaries.

On the basis of this rationale, Saffran and colleagues (Saffran,
Newport, et al. 1996; Saffran et al., 1997) constructed artificial
language-like material as auditory sequences and showed that
adults and infants were able to use the statistical regularities to
segment the auditory stream. On the basis of 12 syllables, six
artificial nonsense words of 3 syllables were created (e.g., bupada,
patubi). These words were chained together without pauses or
other surface cues in a continuous sequence (e.g., bupadapatubitu-
tibu . . . . ). The transition probabilities between 2 syllables inside
a word were high (ranging from .31 to 1.00), but the transition
probabilities between syllables across word boundaries were weak
(ranging from .1 to .2). If listeners were to become sensitive to
these statistical regularities, they should be able to extract the
words from this artificial language. The experiments consisted of
two phases. In a first exposition phase, participants listened to the
continuous stream for 21 min (Saffran, Newport, et al. 1996;
Saffran et al., 1997) while either being instructed to detect begin-
nings and endings of words in the nonsense speech (Saffran,
Newport, et al., 1996) or to realize an illustration with a coloring
program (Saffran et al., 1997). In the second phase of the exper-
iment, participants were tested with a two-alternative forced-
choice task: a real word of the artificial language and a nonword
(i.e., three syllables that did not create a word of this language and
did not occur in the sequence) were presented in pairs, and par-
ticipants had to indicate the unit that belonged to the previously
heard sequence. Participants scored 76% when actively searching
for words (Saffran, Newport, et al., 1996) and 59% when doing the
coloring task (Saffran et al., 1997, Experiment 1). Repeating the
exposition phase increased the performance of participants doing
the coloring task to 73% (Saffran et al., 1997, Experiment 2). A
more difficult test of participants’ learning consisted of contrasting
the words with part-words instead of nonwords (Saffran, Newport,
et al., 1996). In part-words, two syllables are part of a real word,
but the association with the third syllable is illegal within the
artificial language. For example, if a legal word is bupada, a
part-word might contain its first two syllables followed by a

different third syllable bupaka (with the constraint that this asso-
ciation does not form another word of the artificial language and
does not occur over word boundaries in the syllable stream). Even
for this test, adult listeners performed above chance. The findings
observed for adults have been extended to 8-month-old infants
with a simplified language of four words (Saffran, Aslin, et al.,
1996). The test phase was based on novelty preferences and the
dishabituation effect: Infants’ looking times were longer for the



phisticated knowledge about the Western tonal system by mere
exposure to musical pieces obeying its regularities (Francès, 1958/
1984; Krumhansl, 1990; Tillmann, Bharucha, & Bigand, 2000).
The acoustical structure of complex sounds might make the im-



The systematic attribution of timbres as a function of their
distances in the timbre space imposed strong constraints on the
constructed sequences. It was not possible to create a second
exemplar for each sequence type, which would allow that the
statistical triplets of one sequence exemplar could serve as test
items for the other sequence exemplar (and vice versa) as in
Saffran et al.’s (1999) study on tone sequences. As the statistical
triplets thus differed between the three sequences, control groups
judged the pairs of triplets in the test phase without having been
exposed to the timbre sequence. These control groups allowed us
to investigate a general bias in judging triplets that differed in their
acoustical structure and to compare the performance of the learn-
ing group with this base performance level. In Experiment 1, the
three sequences were tested with nontriplets in the test phase.

Experiment 1

Method

Participants

Seventy-two students from the Université de Lyon 1 participated in this
experiment.

Stimuli

Definition of the triplets. On the basis of the distances between all 18
synthetic timbres used in McAdams et al. (1995), a subset of 13 timbres
was chosen within which the triplets were defined: 1 (French horn), 2
(trumpet), 3 (trombone), 4 (harp), 7 (vibraphone), 8 (striano—a hybrid of
bowed string and piano), 9 (harpsichord), 10 (English horn), 11 (bassoon),
12 (clarinet), 13 (vibrone—a hybrid of vibraphone and trombone), 15
(guitar), and 18 (guitarinet—a hybrid of guitar and clarinet).3 These sounds
were all produced with a constant pitch (Eb4, a fundamental frequency of
311 Hz) and a duration of 500 ms. This selected set allowed us to maximize
small and large distances between timbres inside triplets and across bound-
aries for S1 and S2. The 13 timbres were used for the construction of the
three sequences S1, S2, and S3. For each sequence, six triplets were
defined, with five timbres occurring twice (cf. the Appendix). Table 1
presents the mean distances between timbres inside triplets and between
triplets. For S1, timbres were close to each other inside triplets and distant

between triplets. For S2, timbres were distant from one another inside
triplets, but were close across triplet boundaries. For S3, the mean distances
between timbres inside triplets were comparable with mean distances
between timbres across boundaries. There was no overlap between the





A second ANOVA separated error rates for the three types of
nontriplets (see Method) for S1 and S2, with Sequence (S1, S2)
and Group (learning, control) as between-subjects factors and
Type of Nontriplet (OUT, IN-mixed, IN-same) as within-subjects
factor. This analysis confirmed the main effects of both Group and
Sequence, F(1, 44) � 19.71, MSE � 403.00, p � .0001; and F(1,
44) � 54.98, p � .0001, respectively, and the interaction between
Type of Nontriplet and Sequence, F(2, 88) � 3.90, p �



higher associative strength, and the control group participants
picked up characteristics of the material in order to base their
answers on this aspect. In our study, the characteristics of the
material were linked to the acoustical features of the timbres inside
the triplets. In S3, acoustical similarities were attributed unsystem-
atically, and the chance performance suggests that no particular
response bias was present. In S1 and S2, the acoustical similarities
were systematically attributed to the triplets, and this manipulation
seems to introduce a preference to choose triplets with smaller
distances (i.e., S1). The outcome of the control groups suggests
that listeners are biased in their judgments, notably in the sense
that timbrally similar events are more often judged as forming
units than are dissimilar events. Control performance thus reflects
participants’ response biases based on the perceptual properties of
the sounds (i.e., timbral similarity). This bias probably existed
before the experiment and seems to be rather general (i.e., it is not
limited to timbres but also applies to other events with perceptual
similarities). To some extent, this bias might remain in the learning
group, but the increase of performance (i.e., choosing statistical
triplets more often) shows that the exposition phase had an effect
on participants’ answers. Independent of perceptual properties and
preference biases linked to these perceptual properties, learning of
statistical regularities took place in all three sequences.

Experiment 2

Together with Saffran’s research, the data of Experiment 1
suggest that adult learners segment sequences of complex auditory
information regardless of whether the input is linguistic (syllables),
simple nonlinguistic (tones played with sine waves), or complex
nonlinguistic (timbres). We further explored in Experiment 2 the
statistical learning in timbre sequences by using a more difficult
discrimination test following learning. Participants were required
to distinguish statistical triplets from triplets containing parts of
them (i.e., part-triplets consisted of two timbres occurring in that
order in a statistical triplet associated with a third timbre as in
Saffran et al., 1999; Saffran, Newport, et al., 1996). This measure
provides a stronger test of learning because correct performance
requires discriminating two triplets that differ by only one timbre.
Experiment 2 thus focused on the comparison between S1 and S3
and investigated whether acoustical similarity reinforcing statisti-
cal relations (S1) might help to improve performance in compar-
ison with an acoustically neutral situation (S3). In the studies by
Saffran and colleagues (Saffran et al., 1999; Saffran, Newport, et



smaller difference between control and learning groups than in
Experiment 1. In the test condition using nontriplets, the percent-
age choice of statistical triplets increased from control group to
learning group by 15% (averaged over S1 and S3). In the test
condition using part-triplets, this increase was only 7%. In studies
by Saffran, Newport, et al. (1996) and Saffran et al. (1999), a
comparable decrease in performance was observed between the
two test conditions: For syllables, participants performed at 76%
for nonwords but at 65% for part-words. For tones, performance
was at 77% for nonwords and at 65% for part-words.

Performance of control and learning groups showed that the
acoustical similarities induced a preference bias for congruent
triplets, leading to generally increased percentages for S1. Con-
cerning the influence of acoustical similarities on learning, the data
of Experiment 2 confirmed the outcome of Experiment 1. As in
Experiment 1, the amount of learning was reflected in the change
between control and learning group. When the acoustical and
statistical information were congruent (S1), the amount of learning
was not increased in comparison with the situation containing only
statistical information (S3). In other words, listeners did not take
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Appendix

Statistical Triplets of the Three Sequences

S1: 13–4–7; 9–15–7; 11–3–12; 11–2–8; 10–1–12; 10–3–18
S2: 8–9–11; 1–4–10; 2–7–11; 2–13–18; 3–15–10; 3–7–12
S3: 13–18–7; 10–4–3; 9–8–7; 9–2–12; 11–15–3; 11–8–1

Note. Numbers refer to the timbres in McAdams et al. (1995, Table 1):
1-French horn, 2-trumpet, 3-trombone, 4-harp, 7-vibraphone, 8-striano (a
hybrid of bowed string and piano), 9-harpsichord, 10-English horn, 11-
bassoon, 12-clarinet, 13-vibrone (a hybrid of vibraphone and trombone),

15-guitar, and 18-guitarinet (a hybrid of guitar and clarinet). Note that the
names refer to the instrument that the synthetic sound was meant to
simulate. S � sequence.
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